深度学习技术及其故障诊断应用分析与展望
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摘要：“大数据”时代给其智能诊断带来了数据总量大、产生速度快、形式多、价值密度低等新挑战，传统智能故障诊断“人工特征提取+模式识别”的模式已然不能满足其发展需求。本文分析了机械大数据的特性对故障诊断结果的影响。详述了堆叠自编码网络（SAE）、卷积神经网络（CNN）、深度置信网络（DBN）、循环神经网络（RNN）四个基本框架和其他深度学习模型在故障诊断领域，尤其是复杂机械数据的特征学习和各种机械设备健康监控任务的目标预测等相关应用研究。分析了不同模型的利弊和适应问题：SAE与DBN属于无监督学习模型，对数据要求较低，具有强大的特征提取能力，但性能难以保障；CNN在高维数据处理上优势明显，但训练迭代次数较多；RNN则可以处理变化的时序数据。指出机械大数据下深度学习存在的问题，包括机械数据不平衡、来源分散；应用模式简单，缺乏对网络本身性能的分析；机械式引进较多，缺少适应性改造；学习处于“黑箱”阶段，无法解释等。最后，讨论了问题的应对的有效措施并对深度学习未来的发展趋势进行展望。
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**Abstract**: The era of big data gives new challenges, such as large amount of data, fast generation,varied forms, and low value density, to the intelligent diagnosis of mechanical systems. The traditional intelligent fault diagnosis "artificial feature extraction + pattern recognition" mode can no longer meet the requirements This paper analyzes the influence of the characteristics of mechanical big data on the fault diagnosis results. The four basic frameworks, stacked auto-encoder network (SAE), convolutional neural network (CNN), deep confidence network (DBN), recurrent neural network (RNN) and the other deep learning models in the field of fault diagnosis, are reviewed in detail, especially for the related application research on the feature learning of complex mechanical data and the target prediction of various mechanical equipment health monitoring tasks. The advantages and disadvantages of different models and adaptation issues are analyzed. It emphasizes that SAE and DBN are unsupervised learning models, which have low data requirements and powerful feature extraction capabilities, but performance is difficult to guarantee; CNN has obvious advantages in high-dimensional data processing, but it has more training iterations; RNN can handle changing time series data. Sumrily. it points out the problems of deep learning under mechanical big data, including the scattered source of mechanical data and its own imbalance; simple application mode, lack of analysis of the performance of the network itself; most of the data are mechanically introduced, lack of adaptability transformation; learning is in a "black box" stage, which is difficult to explain. Finally, the effective measures to deal with these issues are discussed and the future development trend of deep learning is forecasted.
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现代社会是高速发展而信息化的，在生活与生产之中无论是人与人、人与物还是物与物之间的联系都带来了爆炸性增长的信息量。这些具有高增长率、多样性的海量信息被称为大数据。大数据技术是为了处理大数据而提出的以数据为本质的新一代革命性信息技术，它能够在数据挖潜过程中带动理念、模式、技术及应用实践的创新[1]。

近年来，大数据技术在许多领域的应用上都取得了令人耳目一新的成果，吸引着越来越多研究人员投入其中[2]。同时大数据作为信息时代的基础战略资源具有重大意义，成为继人力资源、自然资源外另一种重要的战略资源，因此也引起了世界上许多国家政府的密切关注。2012年美国公布了“大数据研发计划”，在国家战略层面支持相关技术研发[3]；2014年欧盟发布《数据驱动经济战略》，聚焦大数据价值链，倡导欧洲各国紧抓大数据发展机遇[4]。2014 年，我国工信部发布《大数据白皮书》[5]，强调大数据在信息技术领域引发巨大地震，同时也带来了巨大的挑战与机遇。2015 年，国务院正式颁发《促进大数据发展行动纲要》，确定大数据为国家基础战略资源之一，鼓励各个领域在大数据技术上进行结合研究[6]。

在机械工程领域，现代化的机械设备正朝着自动化、复杂化、大型化、高效化和智能化的趋势发展。由于现代机械设备的监控诊断规模大、测量点多、采样频率高，在设备整个生命周期收集数据时间过长，对其进行监测带来了大量测量数据。故障诊断也进入了大数据时代。机械大数据具备大数据的特性：海量数据，无法依赖传统故障诊断技术手动处理；多样性，数据包含测试对象内部多种零部件不同时期多物理量相互耦合影响；价值密度低，机械设备长期处于正常工作状态，异常的故障状态数据仅占极小一部分；数据流转快速，在机械设备监测中需要快速而准确，避免少量异常数据缺漏导致装备受损。

传统机械故障诊断技术需仰赖于专家和技术人员对特定数据进行多步骤繁琐的人工诊断，无法契合大数据的特性。传统的智能诊断方法能够在一定程度上体现大数据时代的优势，但仍存在人工设计特征费时费力，严重依赖诊断经验，浅层模型对特征的表征能力有限，在复杂工况下适用性有限等缺点。这也为故障诊断领域带来新的机遇与挑战。

深度学习是近年来机器学习发展中新兴的研究方向，它是一种新的基于神经网络的特征提取方法。近年来国内外利用深度学习进行故障诊断的研究层出不穷。相较于传统的浅层学习方法，深度学习通过模拟人脑神经元信息传递的方式，通过多层网络的非线性感知和映射，将低层特征组合形成更抽象的高维特征来挖掘数据中蕴含的复杂特性。深度学习作为现代人工智能领域的一个突破，能够从原始特征集甚至原始数据中自动学习有价值的特征，这意味着深度学习可以在很大程度上摆脱对先进信号处理技术、人工特征提取和繁琐的特征选择技术的依赖。

深度学习卓越的性能使其在人脸识别、智能驾驶、场景分类任务、信息检索、音频领域中获得了非常广泛的应用，如Conv-Char-S[7]无需依赖语言仅靠字符实现情绪分析，C3D[8]可以从视频输入中自动学习时空特征，并同时对外观和动作进行建模等。但在智能故障诊断领域的发展严重滞后于其他领域。在《机械工程学科发展战略报告（2011－2020）》和《中国制造2025》中，智能监测和诊断已经被列为智能制造的重要相关技术[9]。因此，智能故障诊断方法的应用无疑将会成为未来机械故障诊断发展的趋势，这也将大大促进深度学习在故障诊断领域的发展。

本文综述了国内外基于深度学习的故障诊断研究现状，据此总结了机械大数据下深度学习在故障诊断领域仍存在的问题，并进行分析，最后对深度学习故障诊断的未来研究进行展望同时给出了解决问题的可能途径。

1. 国内外基于深度学习的故障诊断研究现状

深度学习是智能故障诊断方法中能够自动进行特征提取的一种典型方法，起源于人工神经网络的研究，是继感知机、BP算法过后神经网络焕发出的第三“春”。近年来，国内外利用深度学习进行故障诊断已如火如荼，许多文献对其进行了报道。

下面从深度学习较公认的四个基本框架堆叠自编码网络（SAE）、卷积神经网络（CNN）、深度置信网络（DBN）和循环神经网络（RNN）及其他网络模型在故障诊断上的应用予以说明。

1.1. 堆叠自编码网络

自编码器（AE）是1986年由Rumelhart提出的一种典型单隐层神经网络，如图1所示，典型的AE由三层网络构成，可以分为编码与解码两个部分。编码过程将输入转换为隐层不同维度表示形式，解码过程以类似的方式将隐层表示形式映射回原始表示。AE是在尽量保证信息不丢失的前提下，对输入进行编码，这种特征编码可以视为一种无监督的特征提取。

将AE的编码部分堆叠形成深度神经网络，最后给网络加上分类器，即构成SAE。



图1 AE结构示意图

SAE的主要优势在于它是一种无监督学习模型，且原理简单易懂，多层堆叠可以自由地选择所提特征的维度。但相应的，由于缺少全局优化以及标签信息的指引，SAE的性能通常比不上监督学习模型，同时随着网络的加深可能出现多层失效的现象。另一方面，将重构输入作为模型优化的指标在一些情况下并不理想。

SAE是当前故障诊断用得最多的深度学习框架之一，加拿大蒙特利尔大学Rifai等在惩罚函数中添加与编码器激励的Jacobi矩阵相对应的Frobenius范数[10]，极大地提高了SAE的学习能力；Sun等提出一种基于稀疏自编码器的单层网络模型对感应电动机进行故障分类[11]，在隐层使用了随机屏蔽输出神经元的Dropout方法，在防止过拟合上取得一定成效；Lu等分析比较了堆叠降噪自动编码器（SDAE）与传统模型[12]，对稀疏性约束和去噪操作的效果进行了评估。

在以上这些工作中，SAE模型的输入数据都是原始的时间序列，其维数总是成百上千，高维度可能会导致一些潜在的问题，例如沉重的计算成本和膨胀的模型参数集导致的过拟合等，因此，下述研究纷纷对基于原始输入所提取特征而构建的SAE模型展开工作。

考虑到频谱能够证明时序数据的本构分量如何以离散频率分布，并且在旋转机械的健康状况上可能更具区别性，2015年西安交通大学雷亚国[13]将其作为SAE的输入对滚动轴承进行了诊断，取得了比传统方法好得多的效果，随后对其进行改进，对训练样本融入一定噪声，构成了去噪堆叠自编码网络[14]，并在行星齿轮箱的故障诊断上验证了其性能；Demetgul等[15]将经扩散图、局部线性嵌入预处理后的信号输入SAE，构成了一种特征提取算法，然后进行分类，大大提高了故障诊断准确率；Cheng等将希尔伯特变换、角度重采样和功率谱密度分析整合对数据进行处理，同时将SAE和支持向量机结合形成具有深度结构的分类器，用于使用提取的故障特征进行齿轮箱故障分类[16]；2016年Sun等提出了一种基于深度神经网络的稀疏自编码算法，并在异步电机的故障分类进行了初步实验验证[11]，类似的研究还扩展至航空发动机[17]、风力发电机组[18]、核电站[19]等复杂系统的健康管理领域，并均取得了良好的效果。

对堆叠自编码网络进行改进仍然是当前的研究热点； 2018年侯文擎等利用PSO算法对堆叠自编码网络超参数进行自适应选取来确定网络结构[20]，并在变转速工况下对滚动轴承故障进行识别，结果表明该网络在故障识别准确性、泛化能力等方面均优于典型堆叠自编码网络。针对堆叠自编码网络在参数较多时出现的梯度弥散问题，西安交通大学张西宁等引入了一种标准化策略，将神经元按照样本进行归一化，有效缩短了训练时间并提高了网络的抗噪识别率[21]。Xu等针对每个AE神经元数目的选择以及网络深度的选择两个问题提出一种计算策略[22]，即将首个隐层的神经元数目定为小于输入神经元数目的最大的2的幂指数，并且逐层减半神经元的数目至1，随后采用选择器来选择隐层，从该隐层中提取特征以用于最终分类。

除了上述对网络进行算法和策略上的改进外，对AE变体进行的研究工作也在逐步开展。其中稀疏自动编码器受到了众多研究人员的关注，2017年Wen等采用三层稀疏自动编码器提取原始数据的特征[23]，并用最大平均差异项以最小化训练数据和测试数据中特征之间的差异损失，随后以此在凯斯西储大学的轴承数据集上进行迁移学习测试，预测精度高达99.82%优于其他算法的结果； 2019年Sun等提出了一种优化的传递学习算法来解决域自适应问题[24]，通过直接继承从源域中预训练过程获得的特征并仅更改微调过程，降低了算法的复杂性，并采用稀疏堆叠自编码网络进行特征提取，间接提高了目标域的诊断精度。另一位Sun[25]提出了一种基于稀疏自动编码器的深度迁移学习网络（DTL），在DTL的方法中使用三种迁移策略，无需训练的监督信息即可实现对新对象的预测。在对切削刀具剩余使用寿命预测上验证了DTL方法的有效性。2020年罗金等将总体平均经验模态分解（EEMD）和堆叠稀疏自编码网络结合，在准确性和训练时长上具有一定优势[26]。Yan等将压缩感知（CS）和稀疏自编码器结合，采用非线性投影来实现压缩采集，并与传统方法进行了比较，验证了该方法的有效性[27]。

更多的AE变体也相继在故障诊断领域中得到应用。Kong等在SAE的训练过程中引入内积，提出一种新颖的正则化策略，构造出基于内部产品的堆叠式自动自动编码器（IPSAE），改善了工业过程中的深度特征[28]。针对之前研究的大多数模型都用于带有数据标签的故障诊断，而实际工程中许多数据集都是未标记的问题，Xu等提出了一种基于堆叠去噪自编码器（SDAE）和Gath-Geva（GG）聚类算法的无标签轴承诊断方法[29]，选择SDAE以提取有用的特征，随后部署GG聚类算法对没有标签的数据进行分类，取得了一定成效。Yuan等针对传统学习算法无法提取与输出相关高级特征的问题[30]，提出一种可变权重堆叠式自动编码器（VW-SAE），对每个AE以监督或半监督的方式逐层对网络进行预训练，AE的输入权重取决于他们与目标输出变量的相关性，在软传感器应用中效果明显优于传统SAE。

1.2. 卷积神经网络

CNN是一种特殊的多层感知器神经网络，最初是由Lecun等提出的[31]。经典的CNN主要由卷积层、池化层、全连接层和分类层组成，如图2所示。卷积层通过不同卷积核对前一层做卷积运算，一种卷积核对应一种特征图，因此一般使用多种卷积核来获得更多的特征，同时同种卷积核之间共享权值以减少网络待训练的参数，避免由于参数过多造成的过拟合。池化层则用于进行下采样，通过对输入数据各个维度进行空间的采样，可以进一步降低数据的规模，并且对金数据具有局部线性转换的不变形，增强网络的泛化处理能力，常见的池化有最大值池化和均值池化两种方式。全连接层将经过多次卷积池化后的输出平铺成一维向量，作为特征输入全连接网络，实质上是把多层的卷积池化看作是特征提取的过程。

CNN采用权值共享的卷积，在高维数据的处理上具有明显的优势。通过提高网络深度，CNN可以抽取更丰富的图像信息，表达效果更为良好，但在池化的过程中会丢失有用信息，且训练结果容易收敛于局部最小值。



图 2 典型CNN结构示意图

CNN的研究起源于图像识别与视觉理解，2012年Krizhevsky等[32]设计的具有5个卷积层的深度卷积神经网络AlexNet在ImageNet图像识别挑战赛上取得惊人的效果，将准确率从传统智能方法的74.2%提升到83.6%；2014年，Google通过建立更深层的模型，将ImageNet图像识别准确率提高到了93.3%[33]；2015年微软研究院提出的残差卷积神经网络ResNet将这个记录提高到了95.06%，高于人眼识别正确率94.9%[34]。凭借着强大的特征自动提取和分类能力，CNN可以处理各种类型的信号，包括二维（2-D）图像和三维（3-D）视频。与传统完全连接的神经网络不同，CNN有三个核心的架构思想，包括权值共享、子采样与局部连接[35]。这些特性使得CNN可以在优化较少参数的同时保持较优的平移不变性。

在机械故障诊断领域，许多专家学者对其进行引入，并取得了很多进展。在某些情况下，机械数据可以以二维格式显示如时频谱等，因此可以用成熟的二维、三维CNN对其进行诊断。Wen等提出一种信号到图像的转换方法，并用CNN提取转换后图像的特征，在多个数据集上均取得了较好的测试效果[36]。Xia等将经过去噪和预处理后的一维时间序列集逐行堆叠形成二维输入矩阵，在数据级别实现了传感器融合，经过实验验证了所提方法的性能[37];Shao等首先通过小波变换将原始数据转换为图像，随后使用预训练的网络来提取较低级别的特征[38]，然后将标记的时频图像用于微调更高级别的网络架构，并在三个数据集中进行了测试；Jiang等考虑到齿轮箱振动信号固有的多尺度特征，提出了一种新型多尺度卷积神经网络（MSCNN）架构，可以同时进行多尺度特征提取和分类[39]。多尺度学习方案可以捕获不同尺度间互补且丰富的诊断信息，有效地学习高级故障特征。通过WT变速箱测试台上进行的实验评估，证明了该方法的优越性。

通常，机械数据是一维的时间序列或频率序列，一维的CNN在故障诊断领域的应用上更为简便也更具特色，Ince等提出一种具有自适应设计的一维CNN用于电机状态监测[40]；贾京龙等将归一化后的油气含量作为CNN的输入以提取特征成功识别出了变压器故障，并对卷积过程中涉及的步长、池化宽度、卷积核数目等参数对分类效果的影响进行了探究[41]；Abdeljaber等在归一化的振动信号上应用一维CNN进行损伤检测和结构损伤的实时定位，减少了对手工特征提取的依赖[42]；雷亚国等为了解决训练数据不平衡问题，提出了一种深度归一化卷积神经网络（DNCNN），并在不平衡数据下对滚动轴承的故障识别取得了较好的效果[43]。向宙等以卷积池化过后的特征为权值，对反卷积核进行叠加，将信号重构为原信号空间，为卷积神经网络权值随机初始化问题提供一种新的思路[44]。宫文峰等引入全局均值池化技术代替传统CNN的全连接层部分，有效解决了传统CNN模型参数过多的问题[45]。

目前CNN在迁移学习上的应用及CNN的变体仍是研究的热点。Guo等针对卷积神经网络的域适应性问题，在损失函数中添加迁移约束项，提出了深度卷积迁移网络（DCTLN），在滚动轴承的跨数据集识别中取得了重大进展[46]。Pan等将CNN与第二代小变换结合，提出一种新颖的深度学习网络（liftingNet），采用两个电机轴承数据集对其性能进行验证，在不同转速和随机噪声的影响下，成功对机械数据进行了分类[47]。针对集成机电系统工作条件复杂、故障机制不明等问题，Wang等提出一种基于最小熵反卷积（MED）的新型CNN来对轴向柱塞泵进行故障分类，该模型可以通过迭代学习过程自动获取数据特征，适用于未知的故障机制问题[48]。Li等在多传感器数据融合的基础上使用瓶颈层优化CNN，将多传感器的振动信号融合到特征图中，仅需设计图像的大小便可挖掘原始数据中的特征信息[49]。Yang等采用多层域自适应和伪标签学习的正则化项对域共享CNN的参数集施加约束，学习可转移且易于区分的特征，在两个研究案例中均取得比其他方法更高的效果[50]。针对变转速和不平衡样本情况，Xu等提出了一种可再生融合故障诊断网络（RFFDN），将RFFDN分为三个模块，并通过学习深度非线性域的不变形提取不平衡样本在变转速条件下的不变特征，对新故障进行了准确分类[51]。

1.3. 深度置信网络

DBN由受限玻尔兹曼机（RBM）堆叠结合分类层构成。如图3所示，RBM是一种概率图模型，由可见层与隐层两层网络构成。RBM的训练过程是双向的，由可见层到隐层的过程可视为对输入数据进行特征提取，而将数据从隐层重构回可见层使其以最大的概率逼近输入数据则是为了确保所提特征的信息保有量与输入相近。RBM具有较强的特征提取能力，多用于数据的降维以便于分类。DBN通过堆叠并逐层训练RBM，在维度空间上对原始数据进行转换。DBN常用于获取模型训练的初始参数或数据特征提取。



图 3 RBM结构示意图

采用DBN实现故障诊断与识别起步较晚，一些研究工作也都着重于开发DBN以从机械数据中提取特征。Tran等针对强噪声环境下的振动信号展开研究，文中的DBN采用了Bernoulli隐层与Gaussian可见层单元，赋予了网络处理实际运行数据的能力[52]。姜洪开等采用DBN相关方法对轴承和齿轮等基础零部件进行故障诊断，并与现有典型诊断算法进行了比较，验证了所提出方法的有效性[53]。随后，Li等在基于深度置信网络实现高维数据的异常监测、齿轮箱状态识别、滚动轴承故障特征提取以及强噪声环境下信息融合等领域展开研究，均取得了较传统方法好的识别效果与诊断精度[54]。刘浩等利用自组织映射（SOM）的无监督学习特点,通过序列前向排序算法筛选特征，建立最优特征域，获得特征向量与轴承健康状态间的映射关系[55]。成功避免了传统神经网络在处理上述高维特征数据时出现的易陷入局部最优、参数调整困难、训练时间过长问题。李敬微等针对当前大多数特征提取方法运算量较大且复杂的问题，基于包络谱分析和高斯RBM对信号进行重采样预处理，并利用包络谱构造特征向量与高斯RBM分类器，识别滚动轴承的故障诊断[56]。Wang等对从时域、频域和时频域中的原始信号中提取的所有数据指标进行计算，针对每个单独的故障构造样本并输入DBN中，对轴向柱塞泵进行多故障分类，分类结果比常用的人工神经网络更为准确[57]。Lu等使用RBM压缩干扰电流波形数据，有效提高了分析效率，并将获取的浅层特征输入SAE中以提取深层特征，在电缆初期故障识别上取得较好效果[58]。Chopra等[59]使用发动机内部燃烧引擎生成的声信号进行自动故障检测和分类，其中DBN用于无监督地提取噪声信号频谱中的特征，而solfmax分类器直接作用于降低维数的数据将发动机分为故障与健康类，在少量训练数据的情况下取得很好的效果。陈保家等利用DBN强大的特征自提取能力对齿轮箱的振动信号进行自动特征提取，诊断实例表明, 利用DBNs对齿轮振动的原始时域信号进行特征提取,可以将故障识别正确率从60%左右提高到99.7%,从而证明了所提故障诊断方法的简易性和有效性[60]。

还有一些研究人员则着眼于RBM及其变体，对网络及其改进进行研究.为了解决传统的数据驱动方法以过程变量服从线性关系、采样独立同分布等简单假设为前提,而在实际工业场景的应用中面临很大的局限性的问题, 陈曦等提出了一种基于半监督高斯伯努利受限玻尔兹曼机(SS-GRBM)的工业过程故障分类算法[61],既能够学习无标签样本的特征结构,还能利用有标签数据中的标签信息,有效地解决了传统有监督学习方法在有标签样本不均衡情况下无法利用无标签数据信息并且容易出现过拟合结果的问题,在有标签样本不充足时,能够获得更好的故障分类性能。针对同一问题，杨杰等将受限玻尔兹曼机运用在过程监测中的故障分类中，从传统高斯伯努利受限玻尔兹曼机(GRBM)的能量函数出发,引入类别层,提出了一种类别高斯伯努利受限玻尔兹曼机模型(CGRBM)，并在训练中添加稀疏性约束, 减小了模型训练的过拟合风险,从而提升故障分类能力[62]。Yu等提出一种基于知识的DBN（KBDBN），将置信度和分类规则插入DBN结构中，不仅使模型具有良好的模式识别性能，而且可以自适应地确定网络结构并充分了解DBN学习到的到的特征[63]。Wang等为了缓解数据中有价值信息在特征压缩提取的过程中被过滤的问题[64]，提出一种扩展的DBN（EDBN），在逐层训练时，将原始数据与隐藏特征组合作为整体输入，构造基于EDBN的动态故障分类器，并在田纳西伊士曼过程数据集上验证了所提模型的性能。Zhang等提出一种用于不平衡分类的演化成本敏感性DBN（ECS-DBN），根据训练数据使用自适应差分进化来优化误分类成本，在不平衡数据分类上取得一定成效[65]。Li等使用三种数据融合方法，以不同方式集成数据，随后在混合DBN（HDBN）模型中对融合进行讨论，从信号的能量角度解释了融合的重要性，并将混合精度训练用作特殊的融合方法进一步提高了模型的性能[66]。

1.4. 循环神经网络

RNN是一类用于处理序列数据的网络模型，它的结构如图4所示，序列数据具有前后数据相关联的特点。通常神经网络只在层与层之间建立连接，RNN最大的不同之处就是在层内的神经元之间也建立了连接。在故障诊断领域中，大多数的机械数据都属于传感器数据，他们是自然时间上的序列数据，包括LSTM和GRU在内的RNN模型具有对时序信息进行编码的能力，可以处理机械顺序数据[67]。近年来研究人员提出了一些新颖的RNN模型的及其变体来解决传统RNN在诊断领域训练困难等问题。



图 4 RNN结构示意图

由于RNN具备处理多个时间序列数据的能力，Liu等提出一种基于GRU的非线性预测降噪自动编码器（GRU-NP-DAE）[68]，该模型具有针对每种不同故障模式的强大泛化能力，以预测数据和下周期实际数据之间的重构误差检测异常并进行故障分类。周奇才等利用RNN特有的沿时间通道传播的特点和深层网络极强的非线性拟合能力，提出改进的堆叠式RNN模型，通过门控循环单元解决了堆叠过程中梯度消失的问题，在实验数据集上验证了该模型的可靠性与泛化能力[69]。An等将RNN应用在迁移学习中，提出了基于整体框架的分类损失和基于核方法的域损失训练模型[70]，并在轴承数据集上验证了所提方法的性能。针对传统方法无法自动为不同数据集建立适当模型的问题，Wang等提出了一种基于强化学习的神经网络架构自动搜索方法[71]。该方法以RNN作为控制器生成一系列动作，每个动作指定一种设计选择，以构建用于故障诊断的子模型。

此外，RNN在剩余寿命预测方面具有其他算法不可比拟的优势[72]。Zhang等提出一种新的指标波形熵（WFE），并将其输入到基于长短期记忆循环神经网络（LSTM-RNN）中，有效识别轴承的退化状态并准确预测剩余的使用寿命[73]。Liu等使用规则间隔采样和局部加权散点图平滑实现数据重构和平滑，在LSTM-RNN上准确地预测了燃料电池的剩余使用寿命[74]。

1.5. 其他网络

近年来，除了上述的四种基本框架外，还有许多新颖的网络模型正在各自的领域快速发展着。生成对抗神经网络（GAN）是一种生成式模型，最初是作为人工图像的生成框架而引入的[75]，它的结构如图5所示。相较于传统的模型，GAN存在两个不同的网络，并采用对抗的训练方式，即通过生成网络G和判别网络D不断博弈，进而使G学习到数据的分布，GAN的一大特点便是梯度的更新信息源自判别网络D而不是数据样本。GAN及其变体已被证明可有效地生成图像，在生成人造音频[76]和脑信号[77]的应用中也显示了其生成时序数据的潜力。在故障诊断领域，也有学者对其引入开展研究。

Wang等通过使用堆叠式降噪自动编码器来构造用于齿轮变速箱诊断的GAN判别器，并引入类别标签以实现小样本量的齿轮箱故障诊断[78]。Shao等开发了一种辅助分类器GAN（ACGAN），该模型可以从机械传感器信号中学习并生成逼真的一维原始数据[79]。Han等使用CNN构造生成器，并添加了额外的判别器来对抗分段数据子集[80]。该方法可以提高训练模型的泛化能力，并有效地避免了过拟合。Zhou等设计了一种全局优化机制，通过生成器生成AE从故障样本中提取的故障特征而不是故障数据样本，判别器用于过滤不合格的生成样本，并通过滚动轴承实验验证了算法的有效性[81]。



图 5 手写字体判别GAN结构示意图

尽管深度学习在欧式空间的数据方面取得了巨大的成功，但在许多实际的应用场景中的数据是从非欧式空间生成的，同样需要进行有效的分析，图数据的复杂性对现有的机器学习算法提出了重大的挑战。它是一种对节点和节点间关系建模的数据结构。图分析可用于节点分类、链接预测和聚类。但是标准神经网络，如CNN、RNN等将点的特征看做是特定的输入，因而无法解决图输入无序性。同时标准神经网络虽然可以生成合成图像或文档，但无法生成图。由此衍生出一个新的研究热点——图神经网络（Graph Neural Network，GNN），目前GNN在计算机视觉[82]、化学[83]、人工智能[84]、医学领域[85]上都得到了初步的应用，并发展出图卷积网络（GCN）和门控图神经网络（GGNN）等变体。但在故障诊断领域，尚未有学者发表相关的文献。传统机械数据与图数据之间转换的算法及机械图数据的获取分析是使用GNN进行故障诊断亟需解决的问题。

2. 机械大数据下基于深度学习的故障诊断现存的问题

随着大数据时代的来临，相关学科的新技术、新理论的不断进入与融合使深度学习在故障诊断领域进入了新的发展阶段。然而在面对蕴藏着海量知识与信息的机械大数据，如何从海量的原始数据中提取有价值的特征、探索通用的方法去适应具有不同分布的数据和处理数据流等问题都为深度学习带来了新的挑战。

（1）对于基于深度学习的方法，训练数据是影响深度架构性能的重要因素。一个深层神经网络包含多个隐藏层，需要训练的自由参数数量巨大。为了获得准确的预测，需要对深度架构进行良好的训练，而对大型网络进行全面训练通常需要大量平衡的数据。但是，实际上，不同机器状态之间的训练样本通常是不平衡的。例如，对于正在运行的机械系统，通常是处于正常工作状态下的，而系统在故障状态下很少运行。因此正常样本与故障样本在数据量上存在不平衡。同时目前的研究中所采用的数据基本来源于不同的测量数据集，其分布不均匀，导致数据空间和诊断空间的不确定特性，严重限制了深度学习算法的表示学习能力。并且由于数据来源分散，其一致性、完整性与准确性无法得到保障。目前从不平衡数据中提取特征的常用方法可以分为两类。一是改进成本敏感型学习算法，以提高少量样本故障诊断的准确性[86-87]；二则着眼于使用一些数据预处理技术，例如过采样和欠采样以减少不平衡[88-89]。近年来有许多研究人员在迁移学习[24-25，46，50]上所开展的工作能够一定程度上缓解这种问题，但还远远算不上是一种成熟的应对方法

（2）利用深度学习进行故障诊断的应用大多都还属于“数据驱动、结果导向”的简单应用模式，单纯追求识别正确率而忽略了对网络本身的研究。将大量时间花费在参数的试配与训练上，以此得出的模型泛用性往往也不尽人意。如在堆叠自编码网络的应用中，大部分工作集中在如何利用其进行特征自动提取[10]以及用现有优化算法对网络的超参数进行寻优[11]，从网络本身出发对性能退化的原因进行分析还较为欠缺。

（3）总体来说，机械式从人工智能领域引进较多，适应机械故障诊断的“本土化改造”有所欠缺。较多的做法是对机械数据进行处理转换使其适配所引模型。如为了套用图像识别领域卷积神经网络的二维结构，时间序列振动信号通常被转换到时频域二维平面后输入网络进行识别[37-38]，尽管近年来一维卷积神经网络[40，44]开始出现，但是其逐层预训练策略等诸多问题都还有待研究。

（4）对深度学习大都还处于“黑箱”阶段，对其应用大都处于“输入数据、观察结果、调整参数”模式。对模型内部的训练过程中输入数据的各种表征方式，虽然都可以提取出来，但其含义缺无从得知。如对于SAE与DBN的重构输入，与原始输入进行对比可知其所含信息量发生变化，但无法溯源判别信息量的增减与性质。近年来有部分研究其特征提取过程从信号分解等角度进行了一定的解释[44，63]，但对网络自动提取特征的解释以及网络结构与故障机理间对应关系的分析还有所欠缺。

3. 机械大数据下深度学习在故障诊断领域未来应用的展望

 针对机械大数据诊断现状下深度学习仍存的问题，笔者认为应该从以下几个方面深入开展大数据下机械故障诊断的研究工作。

（1）建立标准大数据库。数据是大数据诊断研究开展的重要基础和资源，建立标准大数据库对诊断技术创新、故障演化机理揭示、大规模科研合作等具有战略意义。同时，由于深度学习方法所用的模型通常是复杂的，基于深度学习的机械故障诊断性能在很大程度上取决于数据集的规模和质量。另一方面深度学习模型的深度受数据集规模的限制。因此建立标准的机械大数据库是有意义的。具体可以从下述几个方面开展：确定大数据库的通用标准；实验台测试数据共享；生产设备长期监测数据共享等。

（2）深度迁移学习。迁移学习（TL）通过提取数据集之间的通用特征或特定潜在特征，试图将在一个数据集上学习到的知识应用到另一个数据集中。该研究方向在机械故障诊断中具有重要意义，因为某些机器具有足够的训练数据，而其他领域则缺乏训练数据。可以将包括在一个域中训练的深度学习模型转移到另一个域中，如根据一个已有的轴承故障数据集对不同工况、不同型号的轴承[46]进行故障诊断等。目前针对TL特征提取、降维的一些工作已经完成[24-25，38]。但仍有许多问题尚待解决，如针对小样本问题利用GAN研究生成式TL；针对目前迁移准则尚不明确等问题，对TL诊断机制深入研究等。

（3）网络结构理论优化发展。目前对网络模型的优化所用的方式基本可以归结为两种，一是使用各种方法对输入数据进行前处理[16，56]，二是在训练中及训练后采取不同计算策略对网络参数进行调整[21，25]。对于从网络本身出发对性能变化进行分析这块内容所开展的工作还比较少，若能做到深刻理解网络的原理与选择依据，在数据驱动的同时导入理论驱动，以理论计算的较优参数作为初始值，在大梯度、全局极值附近开始学习，可以显著提高网络的收敛速度与结果的正确性，解决目前研究中测试结果随机性过大的问题。

（4）故障诊断理论的使用。即使是在大数据背景下，深度学习也只是处理数据的一种方法，并不该成为解决故障诊断问题的关键。故障诊断理论长期以来积累发展的知识应当有助于深度学习模型在机械健康状况监控的应用。如先对数据进行一些简单的特征提取[23]再输入网络中，往往可以有效地减小模型的深度，而适当的正则化项可以提高模型的诊断精度[28]。在追求深度学习便利的自动特征提取能力的同时合理地使用故障诊断理论是一条捷径。

（5）新型网络模型构建。除了上述的将故障诊断理论与深度学习理论“1+1”的诊断方法外，将二者进行融合也是一种研究思路。具体可表现为以深度学习的四个基本框架为基础，结合发展火热的GAN和GNN等新模型，从大数据下深度学习的特性出发，根据传统诊断在时域、频域与时频域等方面存在的丰富的诊断理论与方法之间的异同点，新建深度学习在故障诊断领域特有的模型。如开发一种轴承故障诊断专用网络模型，根据先验知识，使网络侧重学习不同故障的主要特征，在此基础上，达到只需简单的样本输入便能完成诊断而无需训练集训练和繁琐的数据前处理等过程，简化现有的网络训练——测试模式。

（6）可视化研究。目前，深度学习特别是深度神经网络在故障诊断领域基本都被视为黑盒模型，即其内部计算机制无法解释，模型所提取的特征的意义及其和故障机理之间的对应关系也难以阐明，针对这些问题，已经提出了一些可视化方法，如用于高维数据可视化的t-SNE图[90]，以及通过正则优化对深度神经网络每层产生的激活进行可视化等[91]。未来可以从以下几个方面开展研究:利用机械系统常见故障的机理和动力学响应等先验知识，从信号的耦合与分解等角度对深度学习特征自动提取过程进行解释；在网络模型理论的研究中找寻网络结构与故障机理之间对应的关系；对大数据的本质进行挖掘，从数据角度寻求识别与预测结果的可视化。

4 结 论

目前，基于深度学习的机械故障诊断研究发展迅速，本文分析了大数据背景下机械故障诊断的特性，从SAE、CNN、DBN和RNN和其他网络五个方面对国内外深度学习研究现状进行综述，尤其是复杂机械数据特征学习和各种机械设备健康监测与寿命预测等相关内容。通过这些先前的工作，总结了在机械大数据诊断现状下深度学习仍存的问题与挑战。在文章的最后对深度学习在故障诊断领域的一些研究趋势进行展望并给出了有望解决这些问题的建议，如在建立标准大数据库、探索深度迁移学习方法、优化现有网络结构理论、结合故障诊断理论、构建新型网络模型、可视化并解释模型参数与训练过程等方面深入开展研究。
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